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* An end-to-end real-time memory-efficient
system for practical applications with multi-
face images (26 fps on Google Pixel 2)
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(Weyp) Parameters are learnt from global,
regional and local features respectively




